
Multi-View 3D Data Fusion for Visualization of the Inframammary 
Fold in Women with Ptotic Breasts 

Lijuan ZHAO
1
, Gregory P. REECE

2
, Michelle C. FINGERET

2,3
, Fatima MERCHANT

*1,4
 

1
Department of Computer Science, University of Houston, Houston (TX), USA; 

2
Department of Plastic Surgery, The University of Texas MD Anderson Cancer Center, Houston (TX), USA; 
3
Dept. of Behavioral Science, The University of Texas MD Anderson Cancer Center, Houston (TX), USA; 

4
Department of Engineering Technology, University of Houston, Houston (TX), USA 

http://dx.doi.org/10.15221/14.029 

Abstract 

Three-dimensional (3D) imaging is finding increasing use in plastic surgery, both for breast 
reconstruction after oncologic surgery and for cosmetic augmentation/reduction procedures. The 
upright view image is conventionally used for surgical planning and outcome assessment. However, 
inframammary fold (IMF), a critical landmark for breast surgery and morphometry, is typically occluded 
from the upright view in women with ptotic breasts. In this study we used a custom designed tilt 
system (3dMD Inc., Atlanta, Georgia) that enables the capture of 3D images in both the upright and 
supine position. Our results demonstrate that for 3D images of ptotic breasts, wherein only the lowest 
contour of the breast touching the abdomen is visible, we can employ multi-view 3D image data fusion 
to superimpose the position of the anatomical IMF from the supine position onto the image in the 
position. This approach thus enables the physician to visualize the position of the IMF in the upright 
images of women with high degrees (≥ 2) of breast ptosis. 
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1. Introduction 

The last decade has seen a steady increase in the use of 3D imaging for visualization and 
quantification of breast aesthetics in cosmetic and reconstructive breast surgery. 3D images of the 
female torso acquired in the upright position not only enable a 180° panoramic visualization of the 
breasts, but also permit objective evaluation of breast aesthetics related to symmetry, projection, 
ptosis and volume. Objective measurements typically involve the use of anatomical landmarks (fiducial 
points) on the torso, such as the sternal notch, nipples, transition point and the IMF, and are performed 
on images acquired in the upright position. 
 

An inherent limitation of photography is the inability to image areas that are occluded. Thus, when 
acquiring images of women with highly ptotic (sagging) breasts (ptosis grade ≥ 2), the anatomical IMF 
is occluded and cannot be visualized in the upright position which is conventionally used for surgical 
planning and outcome assessment (see Fig .1). Consequently, it is impossible to delineate the 
anatomical IMF in the 3D images of women with ptotic breasts in an upright position, and we can only 
detect the lowest contour where the breast touches the abdomen (i.e. the contour of where the breast 
is touching the abdominal wall and is up under the breast in women with high degrees of ptosis but is 
visible if the image is rotated so that the viewer is looking from below at the breast).  
 

The IMF is the actual fold under the breast that anatomically determines the lowest border of the base 
of the breast. In the upright position, only the medial and lateral parts are visible in women with high 
degrees of ptosis. However, delineation of the anatomical IMF on the upright view image is critical 
since the IMF is a defining element in the shape and structure of the female breast [1]. Evaluation of 
the IMF and its position is an important aesthetic consideration after breast reconstruction or 
augmentation [2]. The IMF is an important landmark that can be used to grade breast ptosis [3, 4] and 
facilitate volume calculation [5, 8, 9]. The distances from the sternal notch, nipple, and the lowest 
visible point of the breast, to the IMF are usually measured to evaluate breast morphology at a time 
point or to estimate changes in shape over time [4-12]. Typically, any changes in the IMF position are 
also quantified and compared at a time point or longitudinally along with analysis of breast and chest 
wall asymmetries [6, 10, 11]. Such estimates can be used during surgical planning to define and 
estimate breast morphology, and ultimately, impact patient satisfaction in cosmetic and reconstructive 
breast surgeries [7]. The IMF is not only an important anatomical landmark in breast reconstruction 
surgery [1, 2],  but is also the preferred site for the access incision surgical approach in breast  
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augmentation [13]. It provides the best access with surgical control and direct visualization to the 
subglandular, subfascial, and subpectoral planes without violating the breast parenchyma during 
augmentation. However, in women with high degrees of ptosis (≥ 2), the anatomical position of the 
IMF on the chest wall is occluded due to the sagging breast. In such cases, the anatomical IMF cannot 
be visualized in the upright position, and the physician has to manually lift the breast to localize the IMF. 
For computer based surgical planning, such manipulations are impossible in static images of the torso 
acquired in the upright position, and this limits the ability to perform a number of quantitative 
assessments involving the IMF on images of women with ptotic breasts [6, 12]. 
 

To overcome this problem, we propose a data fusion technique with 3D multi-view (upright and supine) 
images to visualize the anatomical IMF in an upright image. 
 

  

Fig. 1. (A) 3D image of breast with no ptosis, (B) 3D image of breast with degree 2 ptosis. 

2. Data acquisition 

Surface scans in the upright and supine positions were captured from commissioned female 
volunteers (IRB approved) using a custom designed tilt imaging system (3dMD Inc., Atlanta, Georgia). 
Surface images from five participants were used in this study. Age, race/ethnicity, body mass index 
(BMI), breast ptosis grade, and previous breast surgery information for these five participants are listed 
in Table 1. 

Table 1. Demographics and characteristics of participants. 

Participants Age Race/Ethnicity BMI Ptosis grade Previous breast surgery 

A 21 White/NH 19 0 None 
B 53 White/NH 19.8 0 Left breast TRAM flap 
C 45 White/NH 27 3 None 
D 44 White/NH 27 2 None 
E 21 White/H 36 2 None 

Notes: NH: Non-Hispanic or Latino; H: Hispanic; TRAM, transverse rectus abdominis myocutaneous 
flap. 

3. Method 

The multi-view (upright and supine) images were processed as follows. First, we identified the points 
along the lowest contour of the breast touching the abdominal wall on the surface mesh in both the 
upright and supine images employing surface curvature analysis, using a modified version of the 
algorithm previously described in [14]. Cubic spline fitting of the identified points was then used to 
estimate the lowest breast contour. In this paper, we use the term “the lowest breast contour” to 
represent “the lowest contour where the breast touches the abdomen”. Next we registered the upright 
and supine 3D images using a modified version of the algorithm previously described in [19], and 
employed the transformation parameters to superimpose the detected lowest breast contour from the 
supine image onto the upright image. The anatomical IMF is visible in the supine position for breasts, 
so the detected lowest breast contours in the supine images represent the anatomical IMF. Thus the 
fusion technique enables us to visualize the anatomical IMF position for ptotic breasts in the upright 
images.    
 
3.1. Detection of lowest breast contour  

We improved our previous contour detection algorithm, which employed Gaussian curvature analysis 
and random sample consensus (RANSAC) algorithm [14], to detect the lowest breast contours on 3D 
images [14]. The new method is described as follows.   
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3.1.1. Curvature analysis 

Curvature is defined as the amount that a surface deviates from being flat. At each point � of a 3D 
surface one may find a normal plane, which contains the normal vector of the point �. The intersection 
of the normal plane and the 3D surface is a plane curve. The plane curves from different normal planes 
at point �  will generate different curvatures. The principal curvatures, ����  and ���	 , are the 
maximum and minimum values of the curvatures at �.  
 

To calculate the principal curvatures on 3D surface mesh, we used a toolbox developed by Gabriel 
Peyre [15] based on the algorithms proposed by Cohen-Steiner et al. [16, 17]. The curvature tensor for 
each vertex was estimated using the following expression [17]: 
 


�� = 1
|�| � ���|� ∩ �|

�����	�
�̅�̅� 																							�1 

 
where � is an arbitrary vertex on the 3D mesh, |�| is the surface area around � over which the 
curvature tensor is estimated, ��� is the signed angle between the normals to the two oriented 
triangles incident to edge e (positive if convex, negative if concave), |� ∩ �| is the length of � ∩ � 
(always between 0 and |�|), and �̅ is a unit vector in the same direction as �. The tensor is evaluated 
by approximating the neighborhood � as the geodesic disk around this vertex. ���� and ���	 are 
the two eigenvalues calculated from the tensor vector and provide estimates of principal curvatures at �. In this study, we employed a 10-ring neighborhood for �. 
 
3.1.2. Determination of reference points  

Before we detect the points along the lowest breast contour, we first located an initial estimate for the 
reference point �� (see Fig. 2C) of breast using shape index. �� is estimated at the midpoint of the 
line joining the transition point and the nipple for each breast mound. It was used as a reference point 
to calculate angles of possible contour points in subsection 3.1.3. Shape index   for each point on the 
surface mesh was given by equation 2 [18]. We employed a pseudo-color visualization method for 
viewing the shape index of the 3D mesh. Fig. 2A presents a representative 3D upright image of the 
torso, and the color-mapped shape index for the torso is presented in Fig. 2B. 
 

 = 	 2!	"#$%& '���� + ���	���� − ���	
*																														�2 

 
This algorithm is applicable to both breasts but for simplicity, is discussed here in terms of the right 
breast. The points on right half torso were divided into blocks (we used the block size as 5,,	-	5,, 
by experience) based on their . and / coordinates (., /, and 0 directions are displayed in Fig. 2A). 
For each block, the average of weighted shape index #��_  was computed, where the weights are 0 
coordinate of points in this block. We selected the block with the largest #��_  and the . value of the 
center of this block is . coordinate of ��. Then we searched a range (6	-	9 blocks) above this block 
and set the / coordinate of �� as / value of center of the highest block with #��_ > 0. The 6	-	9 
block region was empirically estimated to avoid �� location lower than the lowest breast contour in 
images of ptotic breasts. The automatically estimated �� locations for two breasts are showed in Fig. 
2C.    
 

   

Fig. 2. (A) Representative 3D image of the upright female torso. The texture image is overlaid on the surface 
(B) Color-mapped shape index of 3D surface scan, (C) Estimates of center points ��6 (red) for the left and right 

breasts. 
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3.1.3. Lowest breast contour determination 

The points along the lowest breast contour were determined based on �� location and a set of 
possible contour points 6�� (Fig. 3A). A possible contour point is a point which has negative shape 
index   and ���	 < ,�#$ of minimum principal curvatures for all points on the torso. The set of 
points in 6�� from the right half of the torso were sorted based on their angles relative to right �� as 
defined by equation 3:  
 

8 = 	 69:$�.; − .<;=>6%& ? �&@@@@A ∙ �C@@@@A
|�&|@@@@@A ∙ |�C|@@@@@AD																�3 

 
Where �&@@@@A  is a vector along −/  direction, �C@@@@A = �.; − .<; , 	/; − /<;  in which .;  and /;  are 
coordinates of a point � in 6�� and .<; and /<; are coordinates of ��. First, we estimated an 
intermediate point of the contour which has minimum ���	  value in 6��  points between angle 
interval −2.5°	~	2.5°. Points in this interval are below �� and have . coordinates close to that of ��. 
Then we extended the contour points along two directions at angle interval 5°. An Interval of 5° was 
empirically determined, to ensure that the detected contour points are not very sparse. In each interval 
we detected the contour point, such that it has a minimum ���	 value, and the Euclidean distance to 
detected contour point in the previous interval < 2J, where J is the arc length of current interval. If 
there is no 6��	point in an interval at distance < 2J, the detection was terminated in that direction. 
The detected lowest breast contour points are displayed in Fig. 3A. The resulting fitted cubic spline 
curve was identified as the lowest breast contour (Fig. 3B). 
 

  

Fig. 3. (A) Set of possible contour points 6�� (blue) and detected points along the lowest breast contours (green) 
displayed on surface, (B) The detected lowest breast contours (red) exhibiting cubic spline curve fitting from the 

lowest breast contour points (green) displayed on surface. 

 
3.2. Registration of 3D torso images 

Our registration approach relies on the assumption that while the soft tissues of the patient’s body may 
change over time, the skeleton is relatively stable. Thus the skeletal frame can be treated as being 
rigid, i.e. involving only translational and rotational transformations. Selecting points with reference to 
the skeletal frame and maximizing the correspondence between these points can then achieve 3D 
image registration. 
 
3.2.1 Control point selection 

We have previously reported a registration method for multiple-visit images during breast 
reconstruction [19], in which two fiducial points, the sternal notch (SN) and umbilicus (UM) were 
manually identified as two control points and other thirteen control points were automatically selected 
based on the location of SN and UM. In this study we adapted our previously developed registration 
algorithm for the transformation of 3D images taken in the supine position to an upright position, i.e. 
from 0° to 90°. For supine to upright transformation of the female torso, the UM could not be used as 
a control point, since movement of the torso from the upright to the supine position is likely to result in 
the displacement of the soft tissues in the abdominal region which can result in some displacement of 
the UM position between the upright and supine position. Thus due to the non-rigidity of the UM 
position across the upright and supine position, in this study we used the midline point M positioned 
along the longitudinal (vertical) axis at the midpoint of the line joining the left and right nipples as the 
second control point (see Fig. 4). The algorithm is robust to discrepancies in the estimated point M 
between different images, such as those caused by breast asymmetry in the same image, or breast 

5th International Conference on 3D Body Scanning Technologies, Lugano, Switzerland, 21-22 October 2014

- 32 -



 
 

shape changes in different images, due to the optimization process employed during the registration 
algorithm described in subsection 3.2.3. Let K represent the straight line distance between SN and M. 

The other thirteen control points are equally spaced (K 6L ) along . and / directions. To improve 

precision, 0 coordinates of the thirteen points were determined using linear interpolation in the surface 
mesh. Thus we obtained a total of fifteen control points.   
 

 

Fig. 4. Control points selected on the torso for 3D correspondence 

 
3.2.2 Surface alignment 

Due to variations in participant pose and position during imaging, large discrepancies may tend to be 
introduced if we select the thirteen control points directly from the raw images acquired in the upright 
and supine position. To mitigate this effect, we initially aligned the longitudinal axis of the torso prior to 
the automated selection of the thirteen control points. Based on the coordinates of SN and M, we 
translated and rotated the torso image about the 0, ., and /-axes such that SN is at the origin, the 
line joining SN-M is coincident to /-axis, and the surface is symmetric about /0	plane. 
 
3.2.3 Rigid registration 

For the fifteen points selected from each image, we created a complete graph in which each pair of 
points is connected by an edge. Images with upright and supine positions were then registered by 
determining the parameters for rigid transformation using the following cost function: 
 

M = 	∑ K�C +	 C
�	%&∑ �8O ∗ QC�OR&	�R& 																						�4        

 
Where K� is the Euclidean distance between the 9"ℎ pair of control points in two images. 8O is the 

angle between U"ℎ pair of edges in two complete graphs. $ = 15. , =	V	C, which is the number of 
edges in one complete graph, and Q is the average edge length for all edges in two complete graphs. 
 

To avoid operator bias introduced by manual fiducial points identification and other discrepancies of 
identified M between the upright and supine images caused by breast shape changes, we optimized 
the registration of the SN and M by searching for the most optimal corresponding points within a 
pre-determined neighborhood of 50,,	-	50,, . The search region is 50,,  along .  and / 
directions respectively. The control points in the first image (i.e. the upright image) were unchanged 
during optimization, whereas the control points in the second image (i.e. the supine image) were 
reselected based on the candidate locations of SN and M in each iteration. To obtain the best 
optimization, SN and M were optimized synchronously. For each iteration the 3D correspondence was 
determined by minimizing the cost function between control points from two images. The final SN and 
M locations and transformation parameters were obtained from the iteration with the minimum cost.  
 
3.3 Point fingerprints 

We evaluated our results by superimposing the detected lowest breast contours onto point fingerprints 
of the images. A point fingerprint is a set of 2D contours that are projections of geodesic circles onto a 
given tangent plane in local/global coordinate system [20]. In this study we used planes along the 0-axis, which are parallel to the ./ plane to cut the surface to get a series of parallel circles. The point 
fingerprint contours were obtained by projecting the points of circles onto the ./ plane.  
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4. Results 

Results for five participants with varying degrees of ptosis are presented as follows, (i) No ptosis (Figs 
5 & 6), (ii) Ptosis grade of 2 (Figs 7 & 8), and (iii) Ptosis grade of 3 (Fig 9). In Figs. 5-9, panels C and D 
show the detected lowest breast contours in the forward facing and backward facing views of the 3D 
upright images, respectively. Blue lines represent the lowest breast contours detected in the upright 
images. Red contours are the detected lowest breast contours transformed from the supine images 
and superimposed on the upright images. The anatomical IMF is visible in the images taken in the 
supine position for both non-ptotic and ptotic breasts. Thus the detected lowest breast contours in the 
supine images represent the anatomical IMF. Thus the red contours in Panels C-D in Fig. 5-9, 
represent the anatomical IMF from the supine images that is superimposed on the upright image to 
enable visualization of the anatomical IMF in the upright images. Fig. 5-9E show 2D projections of 
detected contours displayed on the fingerprint projection of the 3D upright images. Contours detected 
from the supine images are superimposed on the upright images. Fig. 5-9F show 2D fingerprint of 3D 
supine images with detected contours. Contours detected from the upright images are superimposed 
on the supine image. 
 

As seen in Figs. 5-6, for non-ptotic breasts (ptosis degree <1), the anatomical IMF is visible in both the 
upright (Fig. 5-6A) and the supine (Fig. 5-6B) images, and coincides with the detected lowest breast 
contour. These data validate that the lowest breast contour detected in the supine image closely 
estimates the position of the anatomical IMF. 
 

For a ptosis grade of 2, the anatomical IMF is occluded in the upright images (Fig. 7-8A), but can be 
visualized in the supine images (Fig. 7-8B). As seen in Fig. 7-8, C-F, the lowest breast contours, i.e. 
anatomical IMF (red), detected from the supine image is higher than the lowest breast contour (blue) 
that is detected from the upright image. These results demonstrate that 3D data fusion of information 
from the supine images can be used to visualize structures that are occluded from the upright images. 
 

For breasts of ptosis grade 3 in Fig. 9, the anatomical IMF is also occluded in the upright image (Fig. 
9A), but can be visualized in the supine image (Fig. 9B). Due to data missing during image acquisition 
along the lowest contour area of left breast for the upright image (Fig. 9A), we were unable to run the 
proposed algorithm to estimate the lowest breast contour of the left breast. But the detected lowest 
contours of right breasts for both the upright and supine images are presented in Fig. 9C-F, and 
demonstrate that the 3D data fusion technique can be used to visualize the occluded IMF in the upright 
images of women with high ptosis. 

5. Conclusions 

We have designed a data fusion technique with 3D multi-view (upright and supine) images to visualize 
the IMF which is typically occluded from the upright view for women with ptotic breasts. The detected 
lowest contour of the breast touching the abdomen in the supine image (that represents the anatomical 
IMF) was transformed and superimposed onto the upright image. Our experimental results on 
non-ptotic breasts demonstrated that the lowest breast contour detected in the supine image closley 
estimates the position of the anatomical IMF in the upright image. And the results on breasts of ptosis 
grades 2 and 3 validated that the lowest breast contour detected in the supine image (the anatomical 
IMF) could be used to visualize the anatomical IMF position for ptotic breasts in the upright image. The 
upright view image is conventionally used for surgical planning and outcome assessment in plastic 
surgery, both for breast reconstruction after oncologic surgery and for cosmetic procedures such as 
breast augmentation or reduction. An inherent limitation of the 3D upright view image is the inability to 
image areas that are occluded. Thus, some important landmarks and structures (e.g. the anatomical 
IMF) are occluded and cannot be visualized in the upright position. However, delineation of the 
anatomical IMF is critical since its position is an important consideration for both aesthetic outcome 
evaluation and surgical planning in plastic surgery, and will ultimately serve to optimize patient 
satisfaction in cosmetic and reconstructive breast surgeries. The proposed data fusion technique with 
3D multi-view (upright and supine) images to visualize the IMF in the upright image is a critical 
landmark for computational screening and planning in breast surgery, that has potential for clinical 
realization in quantitative breast morphometry.  
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Fig. 5. Subject with no ptosis. (A) 3D image in the upright position, (B) 3D image in the supine position, (C) The 
detected lowest breast contours displayed in the upright image (front), (D) The detected lowest breast contours 

displayed in the upright image (back), (E) 2D projection of detected contours displayed on fingerprint projection of 
the upright image, (F) 2D projection of detected contours displayed on fingerprint projection of the supine image. 
Blue lines represent the lowest breast contours detected in the upright images, whereas red lines are the lowest 

breast contours detected from the supine image (i.e. the anatomical IMF). 

 

 
 

 
 

 
 

   

Fig. 6. Another subject with no ptosis. (A) 3D image in the upright position, (B) 3D image in the supine position, (C) 
The detected lowest breast contours displayed in the upright image (front), (D) The detected lowest breast contours 
displayed in the upright image (back), (E) 2D projection of detected contours displayed on fingerprint projection of 
the upright image, (F) 2D projection of detected contours displayed on fingerprint projection of the supine image. 
Blue lines represent the lowest breast contours detected in the upright images, whereas red lines are the lowest 

breast contours detected from the supine image (i.e. the anatomical IMF). 
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Fig. 7. Subject with moderate ptosis (Grade 2). (A) 3D image in the upright position, (B) 3D image in the supine 
position, (C) The detected lowest breast contours displayed in the upright image (front), (D) The detected lowest 

breast contours displayed in the upright image (back), (E) 2D projection of detected contours displayed on 
fingerprint projection of the upright image, (F) 2D projection of detected contours displayed on fingerprint 

projection of the supine image. Blue lines represent the lowest breast contours detected in the upright images, 
whereas red lines are the lowest breast contours detected from the supine image (i.e. the anatomical IMF). 

 

 
 

 
 

 
 

 
 

 

Fig. 8. Another subject with moderate ptosis (Grade 2). (A) 3D image in the upright position, (B) 3D image in the 
supine position, (C) The detected lowest breast contours displayed in the upright image (front), (D) The detected 
lowest breast contours displayed in the upright image (back), (E) 2D projection of detected contours displayed on 

fingerprint projection of the upright image, (F) 2D projection of detected contours displayed on fingerprint 
projection of the supine image. Blue lines represent the lowest breast contours detected in the upright images, 

whereas red lines are the lowest breast contours detected from the supine image (i.e. the anatomical IMF). 
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Fig. 9. Subject with high ptosis (Grade 3). (A) 3D image in the upright position, (B) 3D image in the supine 
position, (C) The detected lowest breast contours displayed in the upright image (front), (D) The detected lowest 

breast contours displayed in the upright image (back), (E) 2D projection of detected contours displayed on 
fingerprint projection of the upright image, (F) 2D projection of detected contours displayed on fingerprint 

projection of the supine image. Blue lines represent the lowest breast contours detected in the upright images, 
whereas red lines are the lowest breast contours detected from the supine image (i.e. the anatomical IMF). The 

lowest contour of left breast for upright image is missed due to data missing on this area. 
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